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1 Introduction 
The definition of interlace polynomials was originated when there was a need to count the number of 2-in, 

2-out digraphs having a given number of Euler circuits in an Eulerian graph raised from DNA sequencing by 

hybridization. Research has shown that special values of the interlace polynomial of a graph G  can provide 

information about some structural properties of G . Interlace polynomials share similar properties as Martin 

Polynomials and Kauffman polynomials, which encode information about the families of closed paths in Eulerian 

graphs [4]. In this paper, we investigate a special type of Eulerian graph that is built from a cycle by adding a 

triangle to each edge of the cycle. We develop formulas for the interlace polynomials of such graphs, find 

properties of such polynomials, and apply them to describe some structural properties of the ground graphs. 

Consider a simple graph ))(),((= GEGVG . For a vertex )(GVv , )(vN  denotes the set of 

neighbors of v , that is, sofallvertice{=)(vN G adjacent  to v }. The resulting graph by removing the 

vertex v  from G  and all the edges adjacent to v  is denoted vG  . The calculation of the interlace 

polynomial of a graph G  starts from building the pivot of G . Consider an undirected non-empty graph G  

and an edge )(GEab  with )(, GVba  . The edge ab  determines three neighboring classes: (1) the 

vertices adjacent to both a  and b , (2) the vertices adjacent to a  alone excluding b , and (3) the vertices 

adjacent to b  alone but not including a . In [4], a toggling process is applied to construct the pivot of a graph. 

 

Definition 1.1 Let  )(),(= GEGVG  be any undirected non-empty simple graph, )(, GVba  , and 

)(GEab . We first partition the neighbors of a  and b  into three classes:   

    1.  ))(}({\)( bNbaN  ,  

    2.  ))(}({\)( aNabN  ,  

    3.  )()( bNaN  .  

The pivot graph ))(),((= ababab GEGVG  of G , with respect to the edge ab , is the resulting graph 

with the same vertex set: )(=)( abGVGV . The edge set is given by the toggling process: )(, GVvu   

with u , v  belonging to two different classes of (1), (2), (3) shown above, )()( abGEuvGEuv   

(Refer to Figure 1.)  

Note that 
baab GG = . The process of obtaining the pivot graph 

abG  from a graph G  on an edge ab  

of G  is called the pivot operation (or the toggling process). It is specifically defined on an edge of G . The 

definition for the interlace polynomial of a simple graph G  involves a toggling process and is defined 

recursively as follows.  
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Figure  1: [4] The Pivot Operation on the Edge ab  

   

Definition 1.2  ([4] Interlace Polynomial) Let G  be any undirected simple graph with n  vertices ( 0>n ). 

The interlace polynomial ),( xGq  of G  is given below:   

    1.  If G  is empty (no edge), 
nxxGq =),( .  

    2.  If G  is connected and has at least one edge )(GEab , where )(, GVba  , then  

 ).,(),(=),( xbGqxaGqxGq ab   

    3.  If kGGG 1=  is the disjoint union of k  connected simple graphs kGG ,,1  , then 

).,(),(),(=),( 21 xGqxGqxGqxGq k   

  

By Theorem 12 in [4], the map q  is well defined on all simple graphs, that is, the polynomial ),( xGq  

is independent on the selection of the edge ab . Below we give some known results that relate the interlace 

polynomials to the structural components of the ground graphs.  

 

Theorem 1.3  Let G  be any simple graph. The following results hold:   

    1.  The degree of the lowest-degree term of ),( xGq  is )(G , the number of disconnected 

components of G ;  

    2.  )()),((deg GxGq  , where )(G  is the independence number, that is, the size of a 

maximal independent vertex set of G ;  

    3.  If G  is a forest with n  vertices, then )(=)),((deg GnxGq  , where )(G  denotes 

the size of a maximum matching in G .  

  

Explicit or recursive formulas for some special graphs such as paths, cycles, stars, and complete graphs can 

be found in literature. We summarize them below.  

 

Lemma 1.4  Let nm,  be positive integers. The interlace polynomials are known for the following graphs [3]:   

    1.  (complete graph nK  with n  vertices)   xxKq n

n

12=),( 
;  

    2.  (complete bipartite graph nmK , ) 

1;))(1(1=),( 11

,   nmnm

nm xxxxxxxKq    

    3.  (path nP  with n  edges) xxPq 2=),( 1 , xxxPq 2=),( 2

2  , and for 3n , 

),(),(=),( 21 xPxqxPqxPq nnn   ;  

    4.  (cycles) xxCq 4=),( 3 , xxxCq 23=),( 2

4  , and for 4>n , 

).,(),(),(=),( 422 xPxqxPqxCqxCq nnnn     

    5.  (star nS  with n  edges, 2n ) .2=),( 21 xxxxxSq nn

n      

  



International Journal of Recent Engineering Research and Development (IJRERD) 

ISSN: 2455-8761  

www.ijrerd.com || Volume 07 – Issue 04 || April 2022 || PP. 01-18 

3 | Page                                                                            www.ijrerd.com  

We are interested in a type of Eulerian graph, denoted by n . For 3n , the graph n  is derived from 

the cycle nC  where each edge of nC  is used to build an additional 3-cycle (triangle) 3C . In Section 2, we give 

the definition of n  and introduce three related graphs n , n , and nW . To develop recursive and explicit 

formulas for the interlace polynomial of n , we perform the pivot operation on n  in a certain way so that the 

resulting graphs involve the graphs ,n  n , and nW , and other simple graphs whose interlace polynomials are 

already known. In section 3, we develop explicit formulas for the interlace polynomials of ,n  n , and nW . In 

Section 4, we develop recursive and explicit formulas for the interlace polynomial of n . Properties of ),( xq n  

are given in Section 5, which include patterns of the coefficients and some special values of the polynomial 

),( xq n . Lastly, in Section 6, we give an application of the interlace polynomial ),( xq n  in calculating a rank 

problem for a related matrix. Similarly, the interlace polynomials of n , n , and nW  are applied to calculate 

the ranks of 3 related matrices modulo 2.  

 

2 The Graphs of Interest and Preliminary Results 

 We focus on a special type of Eulerian graph (a graph that contains an Eulerian circuit). The graph n  (

3n ) is built from the cycle nC  (called the center cycle) by adding an additional cycle 3C  to each edge of the 

center cycle. By the definition, every vertex of n  has degree two or four. We start by demonstrating the smallest 

such graph, 3 . We show the decomposition process and how the interlace polynomial is developed.  

 

Example 2.1  The graph 3  is shown below, which is built by adding an additional triangle ( 3C ) to each edge 

of the center 3C . The graph has 6 vertices and 9 edges. The interlace polynomial of 3  is 

.810=),( 23

3 xxxxq   We perform the toggling process on the edge ab .  

 [scale=0.75] [fill] (0,0) circle [radius=0.075];  at (2.2,2.45) a ;  (0,0)–(2,0); [fill] (2,0) circle 

[radius=0.075];  (0,0)–(1,1);  at (0.75,1.1) c ; [fill] (1,1) circle [radius=0.075];  (1,1)–(2,2);  at (-0.3,0) e ;  

[fill] (2,2) circle [radius=0.075];  at (2,-0.4) d ;  at (4.3,0) f ;  (2,0)–(4,0);  [fill] (4,0) circle [radius=0.075];  

(4,0)–(3,1); [fill] (3,1) circle [radius=0.075];  at (3.2,1.3) b ;  (1,1)–(2,0);  (2,0)–(3,1);  (1,1)–(3,1);  [thick, -, 

red] (3,1)–(2,2);   

 

Figure  2: The Graph 3  with the Selected Edge ab . 

    

Note that the edge ab  results in only two neighboring sets: }{=)()( cbNaN   and 

  },{=)(}{\)( fdaNabN  . The pivot 
ab

3  has the same vertex set as that of 3 , but cf  is added as an 

edge and cd  is not an edge in the pivot. The graph 3  and its pivot 
ab

3  are shown below:  

[scale=0.75] [fill] (0,0) circle [radius=0.075];  (1,1) circle [radius=0.45];  at (2.2,2.45) a ;  (0,0)–(2,0); 

[fill] (2,0) circle [radius=0.075];  (0,0)–(1,1);  at (0.75,1.1) c ; [fill] (1,1) circle [radius=0.075];  (1,1)–(2,2);  

at (-0.3,0) e ;  [fill] (2,2) circle [radius=0.075];  at (2,-0.4) d ;  (3,0) circle [x radius=1.3, y radius=0.3];  at 
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(4.4,0) f ;  (2,0)–(4,0);  [fill] (4,0) circle [radius=0.075];  (4,0)–(3,1); [fill] (3,1) circle [radius=0.075];  at 

(3.2,1.3) b ;  [thick, -, green] (1,1)–(2,0);  (2,0)–(3,1);  (1,1)–(3,1);  (3,1)–(2,2);  at (5.5,1) ; 

[fill] (7,0) circle [radius=0.075];  at (9.2,2.45) a ;  (7,0)–(9,0); [fill] (9,0) circle [radius=0.075];  

(7,0)–(8,1);  at (7.75,1.1) c ; [fill] (8,1) circle [radius=0.075];  (8,1)–(9,2);  at (6.8,0) e ;  [fill] (9,2) circle 

[radius=0.075];  at (9,-0.4) d ;  at (11.3,0) f ;  (9,0)–(11,0);  [fill] (11,0) circle [radius=0.075];  

(11,0)–(10,1); [fill] (10,1) circle [radius=0.075];  at (10.2,1.3) b ;  [thick, -, red] (8,1)–(11,0);  (9,0)–(10,1);  

(8,1)–(10,1);  (10,1)–(9,2);  at (2, -1.2) 3 ;  at (9, -1.2) 
ab

3 ;   

 
Figure  3: The Graph 3  and its pivot 

ab

3 . 

   

We first “decompose" the graph 3  into two smaller graphs a3  and bab 3 :  

[scale=0.75] [fill] (0,0) circle [radius=0.075];  (0,0)–(2,0); [fill] (2,0) circle [radius=0.075];  (0,0)–(1,1);  

at (0.75,1.1) c ; [fill] (1,1) circle [radius=0.075];  (1,1)–(2,0);  at (-0.3,0) e ;  at (2,-0.4) d ;  at (4.4,0) f ;  

(2,0)–(4,0);  [fill] (4,0) circle [radius=0.075];  (4,0)–(3,1); [fill] (3,1) circle [radius=0.075];  at (3.2,1.3) b ;  

[thick, -, green] (0,0)–(1,1);  (2,0)–(3,1);  (1,1)–(3,1);  at (5.5,1)  ; 

[fill] (7,0) circle [radius=0.075];  at (9.2,2.45) a ;  (7,0)–(9,0); [fill] (9,0) circle [radius=0.075];  

(7,0)–(8,1);  at (7.75,1.1) c ; [fill] (8,1) circle [radius=0.075];  (8,1)–(9,2);  at (6.8,0) e ;  [fill] (9,2) circle 

[radius=0.075];  at (9,-0.4) d ;  at (11.3,0) f ;  (9,0)–(11,0);  [fill] (11,0) circle [radius=0.075];  

(11,0)–(8,1);  [->, red] (9,2)–(8,1);  at (2, -1.2) a3 ;  at (9, -1.2) bab 3 ;   

 

Figure  4: Decomposition by Toggling 3  at ab . 

Next, we toggle a3  at the edge ce :  

[scale=0.75] [fill] (0,0) circle [radius=0.075];  (0,0)–(2,0); [fill] (2,0) circle [radius=0.075];  (0,0)–(1,1);  

at (0.75,1.1) c ; [fill] (1,1) circle [radius=0.075];  at (-0.3,0) e ;  at (2,-0.4) d ;  at (4.4,0) f ;  (2,0)–(4,0);  

(2,0)–(1,1);  [fill] (4,0) circle [radius=0.075];  (4,0)–(3,1);  [fill] (3,1) circle [radius=0.075];  at (3.2,1.3) b ;  

[thick, -, green] (0,0)–(1,1);  (2,0)–(3,1);  (1,1)–(3,1);  at (2, -1.5) aab 3 ;  at (5.5,.5) ;  at (9, -1.5) 1 ;  

at (14,-1.5) 4C ; [fill] (7,0) circle [radius=0.075];  (7,0)–(9,0); [fill] (9,0) circle [radius=0.075];  (11,0)–(10,1);  
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at (6.75,0) e ; [fill] (10,1) circle [radius=0.075];  (9,0)–(11,0);  at (9,-.4) d ;  [fill] (11,0) circle [radius=0.075];  

(9,0)–(10,1);  at (12,.5)  ; 

 (14,0)–(16,0); [fill] (14,0) circle [radius=0.075]; [fill] (13,1) circle [radius=0.075];  (13,1)–(14,0); 

(16,0)–(15,1); (13,1)–(15,1); [fill](16,0) circle [radius=0.075]; [fill](15,1) circle [radius=0.075];   

 
Figure  5: Pivoting a3  at the Edge ce  

Furthermore we toggle bab 3  at the edge ac  which results in 4C  and 21PK  (see the last piece in 

Figure 6). Note that the graph 1  can be further decomposed into 3C  and 11PK  and thus the interlace 

polynomial of 3  can be calculated through that of several smaller graphs derived from the above toggling 

process. These decomposition processes are shown below. 

[scale=0.75] [fill] (0,0) circle [radius=0.075];  (0,0)–(2,0); [fill] (2,0) circle [radius=0.075];  (0,0)–(1,1);  

at (0.75,1.1) c ; [fill] (1,1) circle [radius=0.075];  [fill] (2,2) circle [radius=0.075];  at (2,-0.4) d ;  at (4.4,0) 

f ;  (2,0)–(4,0);  [fill] (4,0) circle [radius=0.075];  (4,0)–(3,1);  (1,1)–(2,2);  (3,1)–(2,2); [fill] (3,1) circle 

[radius=0.075];  at (3.2,1.3) b ;  (1,1)–(2,0);  (2,0)–(3,1);  (1,1)–(2,0);  (1,1)–(3,1);  at (5.5,1) ; 

[fill] (7,0) circle [radius=0.075];  (7,0)–(9,0);  at (9,-.3) d ;  at (7.7 ,1.1) c ; [fill] (7,0) circle 

[radius=0.075];  (7,0)–(8,1);  (9,0)–(11,0);  (9,0)–(8,1);  at (3.2,1.3) b ;  at (2,2.3) a ;  at (-0.3,0) e ; [fill] 

(9,0) circle [radius=0.075]; [fill] (8,1) circle [radius=0.075];  at (6.7,0) e ;  at (7.7,1.1) c ;  at (11.3,0) f ;  

(9,0)–(11,0);  [fill] (11,0) circle [radius=0.075];  (11,0)–(10,1); [fill] (10,1) circle [radius=0.075];  at (10.2,1.3) 

b ;  (9,0)–(10,1);  (8,1)–(10,1); 

 at (12,1)  ; 

 at (12.7,0) e ;  at (15,2.3) a ;  at (17.3,0) f ;  at (15,-.3) d ;  (13,0)–(15,0); [fill] (13,0) circle 

[radius=0.075]; [fill] (15,0) circle [radius=0.075];  (15,0)–(17,0);  (13,0)–(14,1);  (14,1)–(15,2); [fill] (15,2) 

circle [radius=0.075]; [fill] (14,1) circle [radius=0.075]; [fill] (17,0) circle [radius=0.075];  (17,0)–(14,1);  at 

(13.7,1.1) c ;  at (2, -1.2) 3 ;  at (15, -1.2) bab 3 ;  at (9, -1.2) a3 ; 

 at (0,-4) ; 

 [fill] (1,-4.5) circle [radius=0.075];  (1,-4.5)–(3,-4.5); [fill] (3,-4.5) circle [radius=0.075];  

(2,-3.5)–(1,-4.5); [fill] (2,-3.5) circle [radius=0.075];  (2,-3.5)–(3,-4.5); 

 at (4,-4)  ; 

[fill] (5,-4) circle [radius=0.075];  (6,-3.5)–(6,-4.5); [fill] (6,-3.5) circle [radius=0.075]; [fill] (6,-4.5) 

circle [radius=0.075]; 

 at (7,-4)  ; 

 (8,-3.5)–(8,-4.5); [fill] (8,-3.5) circle [radius=0.075]; [fill] (8,-4.5) circle [radius=0.075];  

(9,-3.5)–(9,-4.5);  (8,-3.5)–(9,-3.5); [fill] (9,-3.5) circle [radius=0.075]; [fill] (9,-4.5) circle [radius=0.075];  

(8,-4.5)–(9,-4.5); 

 at (10,-4)  ; 

 (11,-4)–(12,-4); [fill] (11,-4) circle [radius=0.075]; [fill] (12,-4) circle [radius=0.075];  (12,-4)–(13,-4);  

(11,-4)–(11.5,-3); [fill] (13,-4) circle [radius=0.075]; [fill] (11.5,-3) circle [radius=0.075];  (13,-4)–(11.5,-3);  at 

(14,-4)  ; 

 (15,-4)–(16,-4); [fill] (15,-4) circle [radius=0.075]; [fill] (16,-4) circle [radius=0.075];  (16,-4)–(17,-4); 

[fill] (17,-4) circle [radius=0.075]; [fill] (16,-3) circle [radius=0.075];   
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Figure  6: Decomposition of 3  into Smaller Pieces. 

Briefly, ).()( 21441133 PKCCPKC   

By Definition 1.2 and Lemma 1.4, we obtain  

 ),(),(2),(),(=),( 24133 xPxqxCqxPxqxCqxq   

 .810=)2()22(3)(24= 2322 xxxxxxxxxxx   

 

Before we formally define n  for 3>n , we introduce three related graphs n , n , and nW  for 

1n . 

 
Definition 2.2 Let n  be a positive integer.   

1.  The graph n  is a “line-up” of n  copies of 3C ’s shown below:  

[scale=0.75] [fill] (0,0) circle [radius=0.075];  at (1,1.35) 1v ;  (0,0)–(2,0);  (4,0)–(4.3,0);  

(6.7,0)–(7,0); [fill] (2,0) circle [radius=0.075];  (0,0)–(1,1);  at (2,-0.35) 2u ; [fill] (1,1) circle [radius=0.075];  

at (3,1.35) 2v ;  at (8,1.35) 1nv ;  at (10,1.35) nv ;  at (4,-0.35) 3u ;  at (7,-0.35) 1nu ;  (2,0)–(4,0);  

(2,0)–(1,1);  [fill] (4,0) circle [radius=0.075];  (4,0)–(3,1); [fill] (3,1) circle [radius=0.075];  at (9,-0.35) nu ;  

(2,0)–(3,1);  (3,0)–(4,0);  at (5,0) ;  at (6,0) ; [fill] (7,0) circle [radius=0.075];  (7,0)–(9,0); [fill] (9,0) 

circle [radius=0.075];  (9,0)–(10,1);  at (0,-0.35) 1u ;  at (11,-.35) 1nu ;  (7,0)–(8,1);  (9,0)–(11,0);  [fill] 

(8,1) circle [radius=0.075];  [fill] (10,1) circle [radius=0.075];  (9,0)–(8,1);  (11,0)–(10,1);  [fill] (11,0) circle 

[radius=0.075];   

 

Figure  7: The Labeled Graph n . 

   

2.  Refer to Figure 2.2. The graph n  is the resulting graph by adding a vertex 0u  and an edge 10uu  to n . 

Precisely, nn u  =0 . The graph of n  is shown in the Figure below. 

 

[scale=0.75] [fill] (0,0) circle [radius=0.075];  at (-0.6,0) 0u ;  at (2,-.35) 1u ;  at (3,1.35) 1v ;  at 

(10,1.40) nv ;  (0,0)–(2,0); [fill] (2,0) circle [radius=0.075];  (2,0)–(4,0);  [fill] (4,0) circle [radius=0.075];  
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(4,0)–(3,1);  at (11.35,-0.35) 1nu ; [fill] (3,1) circle [radius=0.075];  (2,0)–(3,1);  (3,0)–(4,0);  (4,0)–(4.3,0);  

(6.7,0)–(7,0);  at (5,0) ;  at (6,0)  ; [fill] (7,0) circle [radius=0.075];  (7,0)–(9,0); [fill] (9,0) circle 

[radius=0.075];  (9,0)–(10,1);  (7,0)–(8,1);  (9,0)–(11,0);  [fill] (8,1) circle [radius=0.075];  [fill] (10,1) circle 

[radius=0.075];  (9,0)–(8,1);  (11,0)–(10,1);  [fill] (11,0) circle [radius=0.075];   

 
Figure  8: The Graph n  Satisfying nn u  0 . 

    

3.  Similarly, if we add one more vertex 0v  and one more edge 10 nuv  at the other end of n , we obtain the 

graph nW , which satisfies nn uW  =  and nn vuW  =},{ 00 . Here is the graph of nW : 

 
[scale=0.75] [fill] (0,0) circle [radius=0.075];  (0,0)–(2,0); [fill] (2,0) circle [radius=0.075];  at (-0.6,0) 

0u ;  at (2,-.4) 1u ;  at (3,1.35) 1v ;  at (8,1.35) nv ;  (2,0)–(4,0);  [fill] (4,0) circle [radius=0.075];  

(4,0)–(3,1); [fill] (3,1) circle [radius=0.075];  (2,0)–(3,1);  (3,0)–(4,0);  (4,0)–(4.3,0);  (6.7,0)–(7,0);  at (5,0) 

;  at (6,0) ; [fill] (7,0) circle [radius=0.075];  (7,0)–(9,0); [fill] (9,0) circle [radius=0.075];  (7,0)–(8,1);  

(9,0)–(11,0);  at (9,-0.35) 1nu ;  at (11.4,0) 0v ;  [fill] (8,1) circle [radius=0.075];  (9,0)–(8,1);  [fill] (11,0) 

circle [radius=0.075];   

 

Figure  9: The Graph nW  Satisfying nn uW  0 . 

    

First let us examine the case when 3=n . It is obvious that 31 = C . By toggling 1  at the edge 10uu

, 1  is decomposed into 301 = Cu  and 111
10

1 = PKu
uu
 . Thus ),(),(=),( 133 xPxqxCqxq  . 

With a similar procedure, by toggling 3W  at the edge 10uu  in Figure 2.2, the graph 1W  decomposes into two 

graphs 101 = uW  and 211
10

1 = PKuW
uu
 . By Lemma 1.4, xxPqxxCq 2=),(,4=),( 13 , and 

xxxPq 2=),( 2

2  . Thus the interlace polynomials of 1 , 1 , and 1W  are obtained as follows. 

 

Lemma 2.3    

    1.  xxCqxq 4=),(=),( 31 ;  

    2.  2)(2=),( 1  xxxq ;  

    3.  
2

1 2)(=),( xxxWq .  

  

Now we define the main graph of interest in this study, named as n . 

 

Definition 2.4 For 3n , the graph n  is the resulting graph by gluing the two end vertices, b  and c , of 

n  so that n  has a center cycle nC  and a cycle 3C  (represented by a triangle) was build from each edge of 
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the center nC .  

 

For 4n , the graph n  with labeled vertices is shown below in Figure 10 below. 

 

[scale=0.75] [fill] (0,0) circle [radius=0.075];  at (1,1.35) 1v ;  at (3,1.4) 2v ;  at (2,-0.3) 2u ;  at 

(-0.35, 0) 1u ;  at (4, -0.35) 3u ;  at (5.5, -1.85) nu ;  (0,0)–(2,0);  (4,0)–(4.3,0);  (6.7,0)–(7,0); [fill] (2,0) 

circle [radius=0.075]; [fill] (9,-2) circle [radius=0.075]; [fill] (2,-2) circle [radius=0.075];  (0,0)–(1,1);  

(5.5,-1.5)–(9,-2);  (5.5,-1.5)–(2,-2);  (0,0)–(5.5,-1.5);  (2,-2)–(0,0); [fill] (5.5,-1.5) circle [radius=0.075];  at 

(2,-2.4) nv ;  at (9,-2.4) 1nv ;  at (10,1.35) 2nv ;  at (8,1.35) 3nv ;  at (11.7,-0.1) 2nu ; [fill] (1,1) circle 

[radius=0.075];  at (5.5,-.75) nC ;  (2,0)–(4,0);  (2,0)–(1,1);  [fill] (4,0) circle [radius=0.075];  (4,0)–(3,1); 

[fill] (3,1) circle [radius=0.075];  (2,0)–(3,1);  (3,0)–(4,0);  at (5,0)  ;  at (6,0)  ; [fill] (7,0) circle 

[radius=0.075];  (7,0)–(9,0); [fill] (9,0) circle [radius=0.075];  (9,0)–(10,1);  (7,0)–(8,1);  (9,0)–(11,0);  [fill] 

(8,1) circle [radius=0.075];  [fill] (10,1) circle [radius=0.075];  (9,0)–(8,1);  (11,0)–(5.5,-1.5);  (11,0)–(9,-2);  

(11,0)–(10,1);  [fill] (11,0) circle [radius=0.075];   

 

Figure  10: The Graph n  with Labeled Vertices. 

   

The graph n  is made of n  triangles ( 3C ) each sharing an edge with the center cycle nC . In Figure 10, 

the top row has 2n  triangles. The main goal of this paper is to develop recursive and explicit formulas for the 

graph n . Later we show that a toggling process on n  will result in 3 types of graphs: k , k , and kW  for 

some k  with 11  nk . We first study the interlace polynomials of these graphs. 

The three graphs n , n , and nW  are closely related. As shown before, nn u  0 , 

nn uW  0 , 111   nn
n

v

nnnn uuWv , and .},{ 200  nWvu  Below we give explicit 

formulas for the interlace polynomials of n , n , and nW . 

 

Theorem 2.5  For 1n ,   

    1.  
n

n xxxq 2)(2=),(  ;  

    2.  
1

1 2)(4=),(2=),( 

  n

nn xxxqxq ;  

    3.  
12)(=),(  n

n xxxWq .  

  
Proof.  

The results for 1=n  is shown in Lemma 2.3. For 2n , the graph n  has a simple recursive formula. 

Refer to Figure 2.2. By toggling the edge 11vu , we obtain two isomorphic graphs: 11
11

1  n

vu

nn vu

. Thus ).,(2=),( 1 xqxq nn   We then develop a recursive formula for ),( xq n  and use it to obtain 

explicit formulas for all the three graphs. By the toggling process on n  at the edge 10uu  (refer to Figure 2.2), 
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we obtain two graphs: nn u  =0  and 111
10 =  n

uu

n Ku . Thus  

 ).,(2)(=),(),(=),( 11 xqxxqxxqxq nnnn    

  

    1.  From Lemma 2.3, 2)(2=),( 1  xxxq . It is straightforward to check that  

 =),(2)(=),(2)(=),( 2

2

1 xqxxqxxq nnn    

 .2)(2=2))((22)(=),(2)(= 1

1

1 nnn xxxxxxqx  
 

  

    2.  From (1), 
1

1 2)(4=),(2=),( 

  n

nn xxxqxq .  

    3.  By toggling n  at the edge 1nnuv , we have 

),(),(=),( 1
1 xuqxvqxq n

n
u

n
v

nnnn 
  . But 11

1


  nn
n

u
n

v

nnn Wuv . Then 

),(2=),( 1 xWqxq nn   and then .2)(=)/2,(=),( 1

1



  n

nn xxxqxWq   

  

3 Properties of n  and the Interlace Polynomial 

By the definition of n , it is straightforward to prove the following basic graph theory properties of the 

graph n . 

 

Theorem 3.1 Refer to Figure 10 for the labeled graph n  ( 3n ).   

    1.  n  is an Eulerian graph with n2  vertices and n3  edges. It has n  vertices of degree 2  and 

n  vertices of degree 4 ;  

    2.  The independence number of n  is n .  

    3.  The size of a maximal matching of n  is nG =)( .  

    4.  The edge-connectivity and vertex-connectivity of n  are both 2 .  

    5.  The circumference of n  is nV n 2|=)(|  .  

    6.  The diameter of n  is 
2

2n
 if n  is even and 

2

1n
 if n  is odd.  

   

Proof. (1) The degree of every vertex of n  is even, so, n  is Eulerian. For (2), a maximum independent 

set is given by all the n  vertices of degree 2, that is, },,,{ 21 nvvv  . (3) A maximal matching is made of the n  

edges nnvuvuvu ,,, 2211  . (4) Since n  is Eulerian, both edge-connectivity and vertex-connectivity are at 

least 2. The connectivity is 2 because n  has a vertex of degree 2. (5) The Euler cycle 12211 uvuvuvu nn  is 

the longest cycle. (6) When n  is even, the distance between 1v  and 2)/2( nv  is maximum by the path 

2)/2(2)/2(/2/2321  nnnn vuvuuuv  , which is of length 2)/2( n . So 2)/2(=),( 2)/2(1  nvvd n . If n  is odd, 

the distance between 1v  and 1)/2( nv  is maximal with 1)/2(=),( 1)/2(1  nvvd n . It is achieved by the path 

1)/2(1)/2(321  nn vuuuv   which is of length 1)/2( n .  

Next we develop a recursive and an explicit formula for the interlace polynomial of n . 

 

Theorem 3.2  Consider the graph n  for 3n .   

1.  If 3>n , the interlace polynomial ),( xq n  satisfies the recursive relation: 
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.2)(),(2=),( 1

1



  n

nn xxxqxq   

2.  Explicitly, for 3n , .2)(2)(2=),( 21 nn

n xxxxq  
  

  

Proof. (1) Refer to Figure 10. By applying the toggling process on n , with respect to the edge 11vu , we 

decompose n  into two smaller graphs 1vn   and 1
11 u

vu

n  . The graph 11
vu

n  is the resulting graph by 

adding two edges nvu2  and nuu2  to n . The graph 11
11

 n

vu

n u  is shown below.  

 

[scale=0.75]  at (1,1.35) 1v ;  at (3,1.4) 2v ;  at (1.6,-0.28) 2u ;  at (4, -0.35) 3u ;  at (5.5, -1.85) nu ;  

(4,0)–(4.3,0);  (6.7,0)–(7,0); [fill] (2,0) circle [radius=0.075]; [fill] (9,-2) circle [radius=0.075]; [fill] (2,-2) circle 

[radius=0.075];  (5.5,-1.5)–(9,-2);  (5.5,-1.5)–(2,-2);  (2,0)–(5.5,-1.5);  (2,-2)–(2,0); [fill] (5.5,-1.5) circle 

[radius=0.075];  at (2,-2.4) nv ;  at (9,-2.4) 1nv ;  at (10,1.35) 2nv ;  at (8,1.35) 3nv ;  at (11.7,-0.1) 2nu ; 

[fill] (1,1) circle [radius=0.075];  at (5.5,-.75) 1nC ;  (2,0)–(4,0);  (2,0)–(1,1);  [fill] (4,0) circle 

[radius=0.075];  (4,0)–(3,1); [fill] (3,1) circle [radius=0.075];  (2,0)–(3,1);  (3,0)–(4,0);  at (5,0) ;  at (6,0) 

; [fill] (7,0) circle [radius=0.075];  (7,0)–(9,0); [fill] (9,0) circle [radius=0.075];  (9,0)–(10,1);  (7,0)–(8,1);  

(9,0)–(11,0);  [fill] (8,1) circle [radius=0.075];  [fill] (10,1) circle [radius=0.075];  (9,0)–(8,1);  

(11,0)–(5.5,-1.5);  (11,0)–(9,-2);  (11,0)–(10,1);  [fill] (11,0) circle [radius=0.075];   

 

Figure  11: The Graph 1
11 u

vu

n  . 

From the above decomposition, we have  

 ).,(),(=),( 1
11

1 xuqxvqxq
vu

nnn   

Furthermore, we toggle the graph 1vn   at the edge 22vu . Obviously, .)( 221  nn uv  The graph 

12
22

1)(  n

vu

n vv  in the following way shown in the figure below (note the position change of 2u .) It 

gives ),(),(=),( 121 xqxqxvq nnn   . 

 

[scale=0.75] [fill] (0,0) circle [radius=0.075];  at (1,1.35) 2u ;  at (3,1.4) 3v ;  at (2,-0.3) 3u ;  at (-0.35, 

0) 1u ;  at (4, -0.35) 4u ;  at (5.5, -1.85) nu ;  (0,0)–(2,0);  (4,0)–(4.3,0);  (6.7,0)–(7,0); [fill] (2,0) circle 

[radius=0.075]; [fill] (9,-2) circle [radius=0.075]; [fill] (2,-2) circle [radius=0.075];  (0,0)–(1,1);  

(5.5,-1.5)–(9,-2);  (5.5,-1.5)–(2,-2);  (0,0)–(5.5,-1.5);  (2,-2)–(0,0); [fill] (5.5,-1.5) circle [radius=0.075];  at 

(2,-2.4) nv ;  at (9,-2.4) 1nv ;  at (10,1.35) 2nv ;  at (8,1.35) 3nv ;  at (11.7,-0.1) 2nu ; [fill] (1,1) circle 

[radius=0.075];  at (5.5,-.75) 1nC ;  (2,0)–(4,0);  (2,0)–(1,1);  [fill] (4,0) circle [radius=0.075];  (4,0)–(3,1); 

[fill] (3,1) circle [radius=0.075];  (2,0)–(3,1);  (3,0)–(4,0);  at (5,0)  ;  at (6,0)  ; [fill] (7,0) circle 

[radius=0.075];  (7,0)–(9,0); [fill] (9,0) circle [radius=0.075];  (9,0)–(10,1);  (7,0)–(8,1);  (9,0)–(11,0);  [fill] 

(8,1) circle [radius=0.075];  [fill] (10,1) circle [radius=0.075];  (9,0)–(8,1);  (11,0)–(5.5,-1.5);  (11,0)–(9,-2);  

(11,0)–(10,1);  [fill] (11,0) circle [radius=0.075];   
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Figure  12: The Graph 12
22

1)(  n

vu

n vv . 

   

Next, we consider 1
11 u

vu

n   (see Figure 11) and perform the toggling process on it at the edge 21uv . 

Removing 1v , it results in 1n  again, that is,   111
11

 n

vu

n vu . The pivot 

  .1
1121

1
11 uu

vu

n

uvvu

n   One can easily check that   312

21

1
11

 n

uvvu

n WKuu . Thus 

).(),(=),( 311
11

  nn

vu

n Wxqxqxuq  

Combining all the above together and applying Theorem 2.5, we obtain  

 ),(),(),(2=),( 321 xWxqxqxqxq nnnn    

 
222

1 2)(2)(2),(2= 

  nn

n xxxxxq  

 .2)(),(2= 1

1



  n

n xxxq  

 

(2) For 3=n , xxxxxx 810=2)(2)(2 23322  , which matches the formula for 

),( 3 xq   given in Example 2.1. By mathematical induction, assume  

 .2)(2)(2=),( 122

1



  nn

n xxxxq  

Then by (1) and the induction hypothesis,  

 
1

1 2)(),(2=),( 

  n

nn xxxqxq  

   1122 2)(2)(2)(22=   nnn xxxxx  

 
1121 2)(2)2(2)(2=   nnn xxxxx  

 .2)(2)(2= 21 nn xxx 
 

 Therefore, the explicit formula for ),( xq n  is proved.  

 

Immediately from Theorem 3.2, we see that the polynomial ),( xq n  is of degree n  and the leading 

coefficient is 1 for all 3n . We are interested in finding other patterns and properties of the coefficients of the 

interlace polynomial of n . Below we list ),( xq n  for small values of n  ranging from 3 to 8. These 

polynomials can be obtained by Theorem 3.2. 

 

Example 3.3  The interlace polynomials for n , with 83  n , are as follows:   

    1.  xxxxq 810=),( 23

3  ;  

    2.  xxxxxq 24328=),( 234

4  ;  

    3.  xxxxxxq 64964010=),( 2345

5  ;  
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    4.  xxxxxxxq 1602721606012=),( 23456

6  ;  

    5.  xxxxxxxxq 3847365602808414=),( 234567

7  .  

    6.  .79619201792112044811216=),( 2345678

8 xxxxxxxxxq    

  

 A quick observation reveals that the second leading and the last coefficients of ),( xq n  seem to follow 

interesting patterns. Also, for each n , the coefficients show a “one mode" pattern. In the next section, we give 

some properties of the coefficients and special values of the polynomial. 

 

4 Properties of ),( xq n  

The interlace polynomial of a graph is a special graph invariant that can provide valuable different 

information about the graph. We are specifically interested in the coefficients and some special values of 

),( xq n . Theorem 1.3 shows some examples that the coefficients and degree of an interlace polynomial reflect 

properties of the ground graph such as the connectivity, independence number, and the size of a maximum 

matching. It is also know that the value of the interlace polynomial ),( xGq  of a graph G  at 1= x  can 

help in calculating the rank of a matrix related to the adjacency matrix of G  modulo 2. In this section, we 

analyze some special values of the interlace polynomial ),( xq n  and identify patterns for the coefficients. 

 

4.1  Coefficients of ),( xq n  

From the explicit formulas given in Theorem 3.2, we can determine the coefficients of ),( xq n . 

Similarly, those of ),( xq n , ),( xq n  and ),( xWq n  can be obtained. First we focus on ),( xq n . Recall 

from Lemma 2.1 that xxxxq 810=),( 23

3  . 

 

Definition 4.1 We define kna ,  to be the coefficient of the 
kx -term in the polynomial ),( xq n  ( 1k ). That 

is,  

 3.,=),( ,

1=

  nxaxq k

kn

n

k

n  

 

Combining this definition and Theorem 3.2(2), we immediately derive the following 

 

Theorem 4.2  Consider the polynomial ),( xq n , where 3n .   

    1.  The degree of ),( xq n  is n  and the leading coefficient is 1=,nna .  

    2.  The second leading coefficient is na nn 2=1,  .  

    3.  The coefficients for the x -term and the 
2x -term are 1)(2= 1

,1  na n

n  and 

4)(2= 23

,2  nna n

n  respectively.  

    4.  If 1<<2 nk , then .2=, 








k

n
a kn

kn   

  

Proof. The above result is true for 3=n  by Example 3.3. For 4n , by Theorem 1.3, the constant 

term of the interlace polynomial of any connected graph is zero. It is so for ),( xq n . Applying the binomial 

expansion of 
nx 2)(  , we rewrite the explicit formula for ),( xq n  given in Theorem 3.2(2) as:  

 
kkn

n

k

nn

n x
k

n
xxxq 









  222=),(

1=

121
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 .1)(24)(22= 1223

3=

xnxnnx
k

n
nnkkn

n

k








   

The statements are obvious then.  

 

Example 3.3 lists ),( xq n  for 83,4,5,6,7,=n . One can easily check that these polynomials confirms 

Theorem 4.2. 

Another observation from Example 3.3 is that for every 3,4,5,6,7,=n  or 8, the sequence of 

coefficients 
n

kkna 1=, )(  are one mode with the maximal value (peak) being ,2na , the coefficient of the 
2x -term. 

Is it true for every 8>n ? We claim that 

 

Proposition 4.3  Let 3n  and 



3

1
=

n
rn . The sequence 

n

kna 1=,1)(  is one mode: 

increasing-maximum-decreasing. Precisely,   

    1.  For 83  n , the maximal value occurs at 2=k , that is, max=< ,2,1 nn aa  and 

nnnn aaa ,,3,2 >>>  .  

    2.  For 9n  and 0n  or )3(mod1 , the maximal value occurs at 



3

1
==

n
rk n : 

.>>max=<<< ,1,,,2,1 nn
n

rn
n

rnnn aaaaa     

    3.  If 9n  and )3(mod2n , then the maximal value occurs at both nrk =  and 1= nrk

. That is,  

 .>>=max=<<< ,1,1,,,2,1 nn
n

rn
n

rn
n

rnnn aaaaaa    

  
Proof.   

1.  It is obvious by Lemma 3.3.  

2.  Refer to Equation ??. Assume 9n  and 0k  or )3(mod1 . Then 
3

2
>

3

1
=







nn
rn . If 

1 nkrn , then 0>23  nk  and so  

 0.>
)!(!

2)(32!
=

1
22=

1
1)(

1,,
knk

nkn

k

n

k

n
aa

kn
knkn

knkn



























  

 Similarly, if 
3

2
<<2

n
k , 0<1,,  knkn aa . From Theorem 4.2, 1=>2= ,1, nnnn ana   and 

,2

211

,1 =4)(2<1)(2= n

nn

n annna  
. For 9=n , 2=nr  and the peak value is 4864=,2na . For 

9>n , 3nr . We have ,2,1 < nn aa  and 1.=>2=>><<< ,1,1,,,4,3 nnnn
n

rn
n

rnnn anaaaaa    

It remains to show that ,3,2 < nn aa  for 9n .  

 4)(2
3

2= 233

,2,3 







  nn

n
aa nn

nn  

   0.>2=(48)
6

2
3)8(9)(

6

2
=

3
2

3
n

nn

nnn


  

 Now we have shown that  

 .>>>max=<<< ,1,1,,,2,1 nnnn
n

rn
n

rnnn aaaaaa    
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3.  The proof of this part is similar as (2). When )3(mod2n , say, 23= mn , where m  is a 

positive integer. Then 0=23  nm  implies 1,, = mnmn aa . The other inequalities are true as those in (2). 

So in this case the maximal value occurs at nrmk ==  and 1=1=  nrmk .  

  

4.2  Special Values of ),( xq n  

Research has shown that certain values of the interlace polynomial of a graph can provide useful 

information about the graph. Since all the coefficients are non-negative integers, the polynomial evaluated at any 

integer is also an integer. The following existing result describes the values of ),( xGq  at 1,1,= x  and 2. 

 

Theorem 4.4 [1, 7]  Let G  be a graph with n  vertices.   

1.  ,1)(Gq  is the number of induced subgraphs of G with an odd number of perfect matchings 

(including the empty set).  

2.  
nGq 2=,2)( .  

3.  Let A  be the ( nn ) adjacency matrix of G , and r  be the rank of the matrix IA  modulo 2, 

where I  is the nn  identity matrix. Then .2)(1)(=21)(=1),( rnnrnrGq     

  

 By Theorem 3.2, 
nn

nq 22=2)(2=,2)(   and n2  is the number of vertices of ),( xq n , which 

confirms Theorem 4.4(2). We evaluate ,1)( nq   and 1),( nq  and then correlate the meaning to these 

results. 

 

Proposition 4.5  For any positive integer 3n ,   

1.  The number of induced subgraphs of n  with an odd number of perfect matchings is .23 nn    

2.  1=1),( nq .  

3.  For any integer x , ),( xq n  has the same parity as that of x . That is, ),( xq n  is even if x  is 

even and ),( xq n  is odd if x  is odd.  

  

Proof. By Theorem 3.2, 
nn

n xxxxq 2)(2)(2=),( 21  
. It gives 

nn

nq 23=,1)(   and 

1=1),( nq . By Theorem 4.4, the number of induced subgraphs of n  with an odd number of perfect 

matchings is .23 nn   Also, for 3n , 2)(2 21  xxn
 is even. So, the parity of ),( xq n  is depending 

on that of 
nx 2)(  , and furthermore on the parity of x .  

 
5 An Application in Matrix Theory 

In this section, we use the interlace polynomial of a graph to calculate the rank of a related matrix modulo 

2 as an application in linear algebra. In reference to Figure 10, we construct the adjacency matrix of n  based on 

this order of the vertices: .,,,,,,,, 113221 uvuvuvuv nnn  Let us first look at the situation when 5=n . 

 

Example 5.1 Let 10A  be the adjacency matrix of the graph 5  and 101010 = IAB  , where 10I  is the 

1010  identity matrix. The 1010  matrix 10B  is given below:  
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.

1110000011

1110000000

1111100000

0011100000

0011111000

0000111000

0000111110

0000001110

1000001111

1000000011

== 101010







































 IAB  

By calculating the determinant of 10B  modulo 2, we obtain 01|=| 10 B  in 2Z . Thus the rank of 

10B  is 10, that is, 10B  is of full rank modulo 2.  

Next we examine the structure of nnn IAB 222 =  , where nA2  is the adjacency matrix of the graph n  

and nI2  is the nn 22   identity matrix, for 3n .  

 

Lemma 5.2  For any positive integer 3n ,  

nn

nA

22

2

01100011

10100000

11000000

00001000

00010110

00001010

10001101

10000010

=























































 

and  

.

11100011

11100000

11100000

00011000

00011110

00001110

10001111

10000011

==

22

22

nn

nn IAB

























































 

 

The structure of the matrix nB2  is described as follows. The first two rows and the last two rows are 

clearly shown above. Consider any integer k  with 223  nk . If k  is odd, the 
thk  row is given by 
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 0011100  , where the first 1 of the 3 consecutive 1’s occurs at the 
thk 1)(   

column. If k  is even, then the 
thk  row is given by  001111100  , where the 

first 1 of the 5 consecutive 1’s occurs at the 
thk 2)(   column. 

Using the interlace polynomial of n  we can easily calculate the rank of nB2  (modulo 2) without 

performing any row or column reductions (the linear algebraic method). 

 

Theorem 5.3  Let nA2  be the adjacency matrix of n  ( 3)n . The matrix nn AIB 22 =   is of full rank, 

that is, rank nB n 2=)( 2  modulo 2.  

 

Proof. Let =r  rank ( )2nB  modulo 2. By Proposition 4.5(2), 1=1),( nq . Note that the graph n  

has n2  vertices. By Theorem 4.4(3),  

 .2=1=2)(1=1),(=2)(1)( 222 nrq rn

n

rnn  
 

Therefore nB2  is of full rank.  

 

Of course the rank of matrix nB2  can be obtained by traditional linear algebra methods. One approach is 

described below. Refer to the structure of nB2  shown in Lemma 5.2. Perform the following elementary row or 

column operations:   

1.  For every m  with nm <<1 , the 
thm)(2  row subtracts the 

thm 1)(2   row; The first three 

1’s are changed to three 0’s. As a result, the last row has only two non-zero entries, both equal to 1, which occur at 

the first and second column;  

2.  Add row 1 to row 2. The entries at the (2,1)  and (2,2)  positions are changed to 0.  

3.  Add row 1 to the last row. The new last row now has only one non-zero entry valued 1 at the 

),2(2 nn  position;  

 

The resulting matrix '2nB  after the above operations, which dose not change the rank of nB2 , has the 

following form:  

,

100

1

='

2

2

2

1

2

















































000

000

00

000

F

F

F

F

B n  

 where  

.11

10

=
010

100

011

= 21



































FandF  

The matrix '2nB  is upper triangular and on the main diagonal there are 2n  2F s. Obviously, modulo 

2, the rank of 1F  is 3 and the rank of 2F  is 2. Thus the rank of nB2  is nn 2=12)2(3  . By 

comparison, using the interlace polynomial of n  to evaluate this rank is quicker and easier. 
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Recall that from Theorem 2.5,  

 .2)(=),(,2)(2=),(,2)(4=),( 111   n

n

n

n

n

n xxxWqxxxqxxxq  

These polynomials can help us to find the ranks of some matrices related to the adjacency matrices of the 3 

graphs: nnn W,, . Refer to Figure 2.2 which shows the graph n  with labeled vertices. 

Let 
n

A , 
n

A , 
n

WA  be the adjacency matrix for nnn W,,  respectively. Let 12=   n
nn

IAB , 

,= 22   n
nn

IAB  and 32=  n
n

W
n

W IAB . Similarly as the result in Theorem 5.3, we can evaluate the 

ranks of 
n

B , ,
n

B  and 
n

WB  modulo 2. 

 

Theorem 5.4  Let 
n

r , ,
n

r  and 
n

Wr  be the rank of 
n

B , ,
n

B  and 
n

WB  modulo 2 respectively. For any 

2n ,  

 3.2=1,2=1,2=   nrandnrnr
n

W
nn

 

 

Proof. The numbers of vertices for 
n

B , ,
n

B  and 
n

WB  are 12 n , 22 n , and 32 n  

respectively. Theorem 2.5 shows that 
12)(4=),(  n

n xxxq . By Theorem 4.4,  

 n
rn

n
rn

n

nq






 

12
2

12
12 2=221)(=1),(=4  

 1.2=12=2   nrrn
nn

 

 Similarly, 12=  nr
n

 and 32= nr
n

W .  

 
The three square matrices have the following structures:  

.

111

111

11111

11111

111

11111

111

111

=

12 











































n

n
B

0

0



  

 

,

10

01

=
1

=

323

34

4

223

3




































n

T

n

T

n
W

n

T

n

n

F

FBF

F

Band
F

FB
B  

where  
1)(213 100=
 n

F   and  
1)(214 001=
 n

F  . The ranks of these three matrices 

modulo 2 are obtained by using the interlace polynomials shown in the above theorem. 
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