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Abstract: Rainfall plays an integral role in the lives of millions of people worldwide. This is especially true for 

an agriculture heavy country such as India. Not only do we depend on rain as a source of fresh water, we also 

use it to irrigate farms and for rainwater harvesting. 
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1. INTRODUCTION 

Predictive analytics is the 3rd step in big data analytics. It involves the previous two steps, i.e. 

descriptive and diagnostic analytics, and aims to build a model which can analyze data trends and predict future 

trends in order to help individuals better prepare themselves. 

In this project we will carry out predictive analytics on weather data over the state of Maharashtra to 

construct a predictive model which will be able to predict the amount of rainfall in millimeters. 

While the primary focus of this project is in the field of agriculture, it also plays a vital role in other 

fields such as disaster management 

 

2. ANALYTICS 
a) Descriptive Analytics 

This step involves obtaining data of our variable (rainfall, in this case) and possible related factors 

(weather properties that may or may not affect rainfall). 

We then visualize our dependent variable (rainfall) with each of the independent variables (other 

factors). 

We obtain our data from the National Centers for Environmental Prediction (NCEP) website. 

They have constructed a Climate Forecast System Reanalysis (CFSR) which provides worldwide 

weather readings from as far back as 1980 

 

 
Figure 1: NCEP Map GUI 

 
The NCEP website provides a map GUI to choose an area, and then provides all data from that area. 

While the selection includes 657 stations, Maharashtra only contains about 370 of them. We use Tableau to 

extract those stations. 

From the system, we obtain data on the following: 

 
Table 1: Selected Features 

Weather Factor Units & Remarks 

Precipitation Millimeters 

Humidity Fraction 

Location  Latitude and Longitude 

Temperature  °C, (Minimum and 

Maximum) 
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Wind speed Meters per second 

Solar Coverage Mega joules per square 

meter 

 

b) Diagnostic Analytics 

Diagnostic analytics is closely related to descriptive to the point where they are usually carried out 

simultaneously. It entails using the previously created visualizations to determine the relations between our 

independent and dependent variable. 

 
Figure 2: Average Precipitation and Average Humidity by Month 

 
Figure 3: Average Precipitation and Average Maximum Temperature by Month 

 
Figure 4: Average Precipitation and Average Minimum Temperature by Month 

 
Figure 5: Average Precipitation and Average Solar Coverage by Month 
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Figure 6: Average Precipitation and Average Wind Speed by Month 

 

We use Tableau, a well-known business insights tool to visualize the data into various easy to 

understand charts. 

 
c) Predictive Analytics 

Our third and final step involved importing data into a suitable program to construct a prediction 

model. Due to the sheer volume of the data considered, normal analysis applications such as MATLAB and 

Microsoft Excel are not suitable. Hence we use Apache Spark along with the R programming language to 

import the data. The initial step in building a predictive model is to clean up the data. This involves removing 

undefined null values and outliers. 

 
Figure 7: Analyzing null values 

 

As observed, the dataset contains no null values. 

 
Figure 8: Analyzing outliers 

 

Using tableau, we visualize the outliers in a box and whisker plot and remove them. In our plot, (Figure 

8) each dot represents a single day. 

After cleaning up null values and outliers, we scale and center the data points so as to maintain zero 

mean and unit variance. This reduces model computing time and improves model prediction. 

 
Figure 9: Original data values 
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Figure 10: Scaled data values 

 

After cleaning up and scaling our data, we proceed to construct a random forest regression model in 

Spark using data from 1980 to 2010.  

 

3. PREDICTION MODEL AND RESULTS 
After cleaning up and scaling our data, we proceed to construct multiple prediction models in Spark 

using data from 1980 to 2010. After thorough testing, we determine that a random forest regression model has 

the best performance. We further test multiple models using differing numbers of trees and compare their root 

mean square error (in fig. 11) and determine that a model with 10 trees has the least error. 

 
Figure 11: Number of trees vs. RMSE 

 

In order to judge the performance of our model, we use testing data from the year 2011, and use this 

formula to predict the value of precipitation for each day. We first compare the predicted values to the actual 

values by using a scatter plot in Figure 12. 

 

 
Figure 12: Actual vs Predicted values 

 

The closer the trend line is to 45˚, the better the prediction. We also compare the monthly average 

predictions in Figure 13. 

 
Figure 13: Monthly average predictions 
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Our model is able to predict rainfall with an average error of ±1.90 mm. 

 
Figure 14: GUI 

 

We utilized R and its “Shiny” package to build a basic GUI which allows a user to input the 

independent values and predicts the output with the click of a button. 

 

4. FUTURE SCOPE 
We aim to improve our prediction by utilizing better modelling techniques and market this program in 

various countries. 

We also plan on expanding this project to make it more versatile in terms of automatic data acquisition 

and user notification. 

 

5. CONCLUSION 
Through this research project we studied the importance of rainfall, its measurement techniques, and 

their shortcomings and devised a solution to overcome these by integrating predictive analytics techniques from 

the new and upcoming field of big data analytics. 
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