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Abstract: In medical image processing extremely important for medical analysis and interpretation for Brain 

tumor segmentation from MRI scan slice without human intervention has become one of the most challenging 

area in research.MR image slices usually contain a significant amount of noise caused by operator interactions, 

environmental or external factors, machines used etc, which in turn may cause serious segmentation inaccuracy. 

Our main aim is to recognize a tumor and its quantification from a specific MRI scan of a brain image to obtain 

the best segmentation in minimum time. Over the last decade numerous methods have already been proposed. In 

this paper, we develop a novel method to classify a given MR brain image as normal or abnormal and tumor 

region is extracted from the MR images and its exact position and shape is determined with minimum time. The 

proposed method First employed wavelet transform to extract features from images, followed by applying 

principle component analysis (PCA) to reduce the dimensions of features. The reduced features were submitted 

to a kernel support vector machine (KSVM). The strategy of K-fold stratified cross validation was used to 

enhance generalization of KSVM. The Experimental results clearly define the effectiveness of our approach in 

its accuracy and computation time. 
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1. Introduction 
Magnetic resonance image provide easy identification of the abnormal region in brain. MR image is the 

most widely and effectively use medical imaging technique in the diagnostic of various cancerous diseases. For 

a completely automated system MRI plays an important role than any other imaging system. Magnetic 

resonance imaging (MRI) produces high quality images of the anatomical structures of the human body, 

especially in the brain, and provides rich information for clinical diagnosis and biomedical research. The 

diagnostic values of MRI are greatly magnified by the automated and accurate classification of the MRI images. 
Wavelet transform is an effective tool for feature extraction from MR brain images, because it allows analysis of 

images at various levels of resolution due to its multi-resolution analytic property. However, this technique 

requires large storage and is computationally expensive [9]. In order to reduce the feature vector dimensions and 

increase the discriminative power, the principal component analysis (PCA) was used [10]. PCA is appealing 

since it effectively reduces the dimensionality of the data and therefore reduces the computational cost of 

analyzing new data [11]. Then, the problem of how to classify on the input data arises. In recent years, 

researchers have proposed a lot of approaches for this goal, which fall into two categories. One category is 

supervised classification, including support vector machine (SVM) [12] and k- nearest neighbors (k-NN) [13]. 

The other category is unsupervised classification [14], including self-organization feature map (SOFM) [12] and 

fuzzy c-means [15]. While all these methods achieved good results, and yet the supervised classifier performs 

better than unsupervised classifier in terms of classification accuracy (success classification rate). However, the 

classification accuracies of most existing methods were lower than 95%, so the goal of this paper is to find a 

more accurate method.  

The local image intensities are described by Gaussian distributions with different means and variances 

.By using a kernel function; we first define a local energy to characterize the fitting of the local Gaussian 

distribution to the local image data around a neighborhood of a point. The local energy is then integrated over 

the entire image domain to form a double integral energy: local Gaussian distribution fitting (LGDF) energy. 

The local intensity means and variances, which are spatially varying functions, are two variables of the LGDF 

energy functional. The LGDF energy is then incorporated into a variation level set formulation with a level set 

regularization term. In the resulting curve evolution that minimizes the associated energy functional, the local 
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intensity in formation issued to compute the means and variances and thus guide the motion of the contour 

toward the object boundaries. Therefore, it can be used to segment images in the presence of intensity in 

homogeneity and noise. First, the LGDF energy is defined as a double integral: the first integral is defined with 

a kernel function to characterize the fitting of the local Gaussian distribution to the local image data around a 

neighborhood of a point; this local energy is then integrated to form the data term as a double integral in our 

variation formulation. Second, the local intensity means and variances, which are two variables of the proposed 

energy functional, are strictly derived from a variation principle, instead of being defined empirically. 

 

2. Related Works and Processing 
Brain tumors, can‟t be simply classified based on intensity variation or their existing size, which may 

be due to overlapping intensities with normal tissue. In Medical image processing, segmentation is considered 

as one of the hottest research topic. Researchers have suggested various methodologies and algorithms for 

successful segmentation of images. There are many existing approaches for the successful segmentation of brain 

image, such an automatic and semi-automatic method. In practical, manual segmentation is very difficult and 

tedious process, it require human interaction and in some cases it fails to produce accurate result, hence 

automated brain tumor segmentation method is most preferred now a days. In total, our method Implementation 

steps are described as follows, 

Step-1 Preprocessing (including feature extraction and feature reduction); 

Step-2 Training the kernel SVM; 

Step-3 Conduct the connectivity processing to eliminate small false target area caused by noise. 

Step-4 Make the coarse segmentation of clustering as the initial contour of LGDF model, which is the initial 

value of the level set function in the LGDF model. 

Step 5 Conduct the evolution of the level set function, i.e. updating the local means and local variances. 

Step-6 Judge whether the level set function convergences or not; if not, return to Step4 till the end. 

Step-7 Submit new MRI brains to the trained kernel SVM and output the prediction;  

 

A canonical and standard classification method, which has already been proven as the best 

classification method, we will explain the detailed procedures of the preprocessing in the following subsections. 

We further implement the morphological image processing, which includes the connectivity processing [8]. In 

the 2-D binary image segmentation result of K-means clustering on the original image, 8-connected components 

are computed, and every object is assigned different labels. Then we can get the target area in the segmentation. 

By this process, small false target area caused by noise could be eliminated. 

 

3. LGDF Model 
The LGDF model is put forward by [7] to take full advantage of local information of the image. In 

LGDF, the local image intensities are described by Gaussian distributions with different means and variances. 

The data fitting energy function is defined as follows,  

𝐸𝑥𝐿𝐺𝐷𝐹 =   −𝜌
Ω

 𝑥 − 𝑦 𝑙𝑜𝑔 𝑝1,𝑥  𝐼(𝑦) 𝑑𝑦
2

𝑖=1
     (1) 

In the formula, -ρ(x-y) is a non-negative weighting function chosen as a truncated Gaussian kernel with a 

localization property. pt,x(I( y)) is the probability density function of the number i district, which follows the 

following Gaussian distribution, 

𝑝𝑡 ,𝑥 𝐼 𝑦  =
1

 2𝜋𝜍𝑡(𝑥)
exp⁡(−

(𝑢𝑡 𝑥 −𝐼 𝑦 )2

2𝜍𝑡
2(𝑥)

      (2) 

The length term could maintain smoothness of the evolution curve and avoid small isolated area in the final 

segmentation result. The energy punishment term could correct the deviation between the level set function and 

signed distance function in real time, which could avoid complex, time-consuming re-initialization and could 

ensure the stability of numerical calculation. The length term is given by 

ℒ(∅) =  δ ∅ X  |∇
Ω

∅(𝑋)|𝑑𝑥                 (3) 
The energy punishment terms is given by the following integral 

 𝜌 ∅ =  
1

2
 

Ω
 (|∇∅ 𝑋 − 1|)2𝑑𝑥                   (4) 

then the final whole energy function is as following  

 𝑓 ∅, 𝑢, 𝜍2 =  2
𝑖=1  −ρ 

Ωi
 𝑥 − 𝑦 log𝑝𝑖 ,𝑥 (𝐼 𝑦 𝑑𝑦 + 𝑎ℒ ∅ + 𝑏𝑝(∅)  (5) 
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where a and b are non-negative constants. 

 

4. Feature Extraction 
The most conventional tool of signal analysis is Fourier transform (FT), which breaks down a time 

domain signal into constituent sinusoids of different frequencies, thus, transforming the signal from time domain 

to frequency domain. However, FT has a serious drawback as discarding the time information of the signal. For 

example, analyst cannot tell when a particular event took place from a Fourier spectrum. Thus, the quality of the 

classification decreases as time information is lost. 

Another advantage of WT is that it adopts “scale" instead of traditional “frequency", namely, it does 

not produce a time-frequency view but a time-scale view of the signal. The time-scale view is a different way to 

view data, but it is a more natural and powerful way, because compared to “frequency", “scale" is commonly 

used in daily life. Meanwhile, “in large/small scale" is easily understood than “in high/low frequency". Wavelet 

transform (WT) represents the next logical step: a windowing technique with variable size. Thus, it preserves 

both time and frequency information of the signal. 

 

5. K-SVM 

The introduction some prescribed data points each belong to one of two classes and the goal is to 

classify which class a new data point will be located in a landmark in the field of machine learning. The 

advantages of SVMs include high accuracy, elegant mathematical tractability, and direct geometric 

interpretation [19]. Recently, multiple improved SVMs have grown rapidly, among which the kernel SVMs are 

the most popular and effective. Kernel SVMs have the following advantages: (1) work very well in practice and 

have been remarkably successful in such diverse fields as natural language categorization, bioinformatics and 

computer vision; (2) have few tunable parameters; and (3) training often involves convex quadratic 

optimization. Hence, solutions are global and usually unique, thus avoiding the convergence to local minima 

exhibited by other statistical learning systems, such as neural networks. Here a data point is viewed as a p-

dimensional vector, and our task is to create a (p-1) dimensional hyper plane. There are many possible hyper 

planes that might classify the data successfully. One reasonable choice as the best hyper plane is the one that 

represents the largest separation, or margin, between the two classes, since we could expect better behavior in 

response to unseen data during training, i.e., better generalization performance. Therefore, we choose the hyper 

plane so that the distance from it to the nearest data point on each side is maximized [12]. Figure 1 shows the 

geometric interpolation of linear SVMs, here H1, H2, H3 are three hyper planes which can classify the two 

classes successfully, however, H2 and H3 does not have the largest margin, so they will not perform well to new 

test data. The H1 has the maximum margin to the support vectors (S11, S12, S13, S21, S22, and S23), so it is 

chosen as the best classification hyper plane. a p-dimensional N-size training dataset of the form. 

 (𝑥𝑛 , 𝑦𝑛)|𝑥𝑛  ∈  𝑅𝑝 , 𝑦𝑛 ∈ {−1, +1}         𝑛 = 1, …… , 𝑁    (6) 

 

Figure 1: Linear SVMs 

Traditional SMVs constructed a hyper plane to classify data, so they cannot deal with classification 

problem of which the different types of data located at different sides of a hyper surface; the kernel strategy is 

applied to SVMs [17]. The resulting algorithm is formally similar, except that every dot product is replaced by a 

nonlinear kernel function. In another point of view, the KSVMs allow to the maximum-margin hyper plane in a 

transformed feature space. The transformation may be nonlinear and the transformed space higher dimensional; 

thus though the classifier is a hyper plane in the higher-dimensional feature space, it may be nonlinear in the 

original input space. Three common kernels [18]. For each kernel, there should be at least one adjusting 

parameter so as to make the kernel flexible and tailor itself to practical data. 
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6. Experiments and Discussions 
The experiments were carried out on the platform of P4 IBM with 3 GHz processor and 2GB RAM, 

running under Windows XP operating system. The algorithm was in-house developed via the wavelet toolbox, 

the bio-statistical toolbox of MATLAB 2010a (The Mathworks c°). We downloaded the open SVM toolbox, 

extended it to Kernel SVM, and applied it to the MR brain images classification. The programs can be run or 

tested on any computer platforms where MATLAB is available. The pre-segmentation by K-means clustering 

and the result by connectivity processing are shown in Figure 2. It shows that the clustering contour is in 

accordance with visual target contour. Then this result is set as the initial contour of the LGDF model. Since the 

initial contour is similar to the real target contour, the algorithm overcomes the bad effects of LGDF 

segmentation model by manually selecting initial contour. Besides, it reduces the number of iterations of the 

level set function to a certain extent. However, the evolution of the level set function takes much time. The 

second and third columns manifest the result of other initial contour position. It clearly demonstrates that the 

result is affected by the choice of the initial contour. From these three columns of Figure 3, we could conclude 

that a suitable initial contour can lead to a quality result, but an unsuitable one will affect the result and even 

bring about the failure of the segmentation. In the last column, the segmentation from the initial contour by K-

means clustering processing is very ideal. Besides, iteration of the level set is cut down and the calculation 

process is reduced in comparison with the previous three results. 

 
Figure 2: The segmentation results of brain image. 

We randomly selected 20 images for each type of brain. Since there are one type of normal brain and 

seven types of abnormal brain in the dataset, 160 images are selected consisting of 20 normal and 140 (= 7 types 

of diseases 20 images/diseases) abnormal brain images.  

 
Figure 3: Brain MRI Samples: (1) Normal Brain (2)Alzheimer's Disease (3) Glioma (4) Pick's Disease (5) 

Meningioma (6) Sarcoma (7) Alzheimer's Disease (8) Huntington's Disease 
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Table 1: Comparison of segmentation results of Figure 3 

Parameters Classification Accuracy (%) 

DWT+PCA+ACPSO+FNN  98.75% 

DWT+PCA+KSVM (GRB) 99.38% 

DWT+PCA+KSVM (GRB)+ LGD Fitting Energy  
Model 

99.61% 

 
The feature extraction stage is the most time-consuming as 0.023 s. The feature reduction costs 0.0187 

s. The SVM classification with Local Gaussian Distribution Fitting Energy Model costs the least time only 

0.0009 s. It indicates that our proposed method DWT+PCA+KSVM (GRB) + LGD Fitting Energy Model 

performed best methods, achieving the best classification accuracy as 99.61%. The next is 

DWT+PCA+ACPSO+FNN method with 98.75% classification accuracy. The second is our proposed 

DWT+PCA+KSVM (GRB) with 99.38% classification accuracy. 

7. Conclusion 
MRI images are best suitable for brain tumor detection. In this study Digital Image Processing 

Techniques are Important for brain tumor detection by MRI images. The preprocessing techniques include 

different methods like Filtering, Contrast enhancement, Edge detection is used for image smoothing. The 

preprocessed images are used for post processing operations like; threshold, histogram, segmentation and 

morphological, which is used to enhance the images. In this study, we have developed a novel 

DWT+PCA+KSVM method to distinguish between normal and abnormal MRIs of the brain. We picked up four 

different kernels as LIN, HPOL, IPOL and GRB. The experiments demonstrate that the GRB kernel SVM 

obtained 99.38% classification accuracy on the 160 MR images, higher than HPOL, IPOL and GRB kernels, 

and other popular methods in recent literatures. The proposed DWT+PCA+KSVM with GRB kernel method 

show superiority to the LIN, HPOL, and IPOL kernels SVMs. The reason is the GRB kernel takes the form of 

exponential function, which can enlarge the distance between samples to the extent that HPOL can't reach. 

Therefore, we will apply the GRB kernel to other industrial fields. 
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